A device adaptive inflow boundary condition for Wigner equations of quantum transport

Haiyan Jianga, Tiao Lub,1, Wei Cai*c

a Department of Applied Mathematics, Beijing Institute of Technology, Beijing 100081, China
b HEDPS & CAPT, LMAM and School of Mathematical Sciences, Peking University, Beijing 100871, China
c Department of Mathematics and Statistics, University of North Carolina at Charlotte, Charlotte, NC 28223-0001, United States

Article info

Article history:
Received 29 March 2013
Received in revised form 15 October 2013
Accepted 10 November 2013
Available online 15 November 2013

Keywords:
Frensley inflow boundary condition
Wigner function
Resonant tunneling diode

Abstract

In this paper, an improved inflow boundary condition is proposed for Wigner equations in simulating a resonant tunneling diode (RTD), which takes into consideration the band structure of the device. The original Frensley inflow boundary condition prescribes the Wigner distribution function at the device boundary to be the semi-classical Fermi–Dirac distribution for free electrons in the device contacts without considering the effect of the quantum interaction inside the quantum device. The proposed device adaptive inflow boundary condition includes this effect by assigning the Wigner distribution to the value obtained from the Wigner transform of wave functions inside the device at zero external bias voltage, thus including the dominant effect on the electron distribution in the contacts due to the device internal band energy profile. Numerical results on computing the electron density inside the RTD under various incident waves and non-zero bias conditions show much improvement by the new boundary condition over the traditional Frensley inflow boundary condition.

© 2013 Elsevier Inc. All rights reserved.

1. Introduction

As semiconductor devices are being scaled down to nanometer dimensions, the quantum effects, such as size quantization and tunneling, become important in studying the properties of the devices [1–3]. The non-equilibrium Green function (NEGF) formalism and the Wigner equation are two popular simulation methods in quantum transport of nano-scale devices as open systems. For ballistic transport, the NEGF formalism is equivalent to solving the Schrödinger equation [4,5] while using self-energies for treating device contacts attached to the active device region [6], and a phenomenological treatment of the bodily scattering effects [7,8]. On the other hand, the Wigner distribution, defined via a Wigner–Weyl transform of the density correlation function of the quantum device, was introduced by E. Wigner in 1932 as an analog of the classical Boltzmann distribution for the quantum system [9]. Being a quantum kinetic analog of the classical Boltzmann equation, the Wigner equation has advantages over the NEGF method in two aspects [10,11]. One is that the Wigner framework allows the modeling of scattering phenomena for the quantum kinetic equation. The other is that its phase space formulation makes it easier to impose boundary conditions for the Wigner distribution at the device contacts, using the knowledge of the semi-classical distribution such as the Fermi–Dirac distribution for electrons in the device contacts [12].

In the last decades, the Wigner equation has received much attention in simulating quantum transport of nano-scale devices [12–14]. It was originally used for studying the current–voltage characteristics of RTDs by Frensley [12]. Frensley
successfully reproduced the negative differential resistance by using an upwind finite difference method for the Wigner equation with an inflow boundary condition. This work motivated later work on Wigner equation based numerical simulations of nano-scale devices [14–23]. Furthermore, self-consistent Wigner–Poisson equations were used in [24,25] to clarify the origin of the hysteresis and a plateau-like structure of the I–V curve of RTDs. Works on the comparison between the Wigner equation and the NEGF for double gate MOSFETs [5,23] and for RTDs [18,19] have produced qualitatively similar results. However, these results also show that the transport current calculated by the Wigner equation method with the Frensley inflow boundary condition is higher than that by the NEGF method [5]. Recently, Jiang et al. [26] investigated how the accuracy of the inflow boundary condition is affected by the size of contact regions included in the simulation domain of the RTD. In [26], it was found that the Frensley inflow boundary condition for incoming electrons holds exactly only infinite away from the active device region and its accuracy depends on the length of the contacts included in the simulation. This result implies that, in order to get more accurate results, larger regions of the contacts should be included, which would lead to higher computational cost. Therefore, it is necessary to design a better inflow boundary condition using smaller contact regions to reduce the computational cost while still preserving numerical accuracy.

The Frensley inflow boundary condition specifies the distribution function at the contacts to be some given function, most often in practice, the Fermi–Dirac distribution. Electrons entering the device will interact with the intrinsic band structure of the active device region, resulting in reflection and transmission electrons into the incoming and opposite sides of the device, respectively. For RTDs, electrons tunnel through the band structure profile through resonant coupling, in addition to interacting with other electrons through quantum interference and collisions. These quantum effects will influence the Wigner distribution function at the boundary as the Wigner function by definition is constructed through a global Wigner transform of the density correlation function [9]. In Frensley’s original paper [12], the band structure profile inside the device is totally ignored when setting the boundary condition. In this paper, we will propose a device adaptive boundary condition which reflects the dominant effect of the device internal band structure in prescribing the values of the Wigner distributions at the device boundaries. In general, the electron wave functions inside a quantum device for non-zero bias will be hard to predict a prior. Therefore, our strategy will only consider the dominant quantum interaction inside the device, namely, the states of the electrons inside the device at zero bias during the impact of incident free electrons, so called scattering states of the electrons [27,28]. We then compute the corresponding Wigner distribution of these scattering states and the resulting distributions will be used as the boundary data for the Wigner distribution function for general non-zero bias situations. This new boundary condition will be called the device adaptive boundary condition (DABC) as the internal band structure is indirectly used in the prescription of the Wigner distribution in the contacts. We expect, as validated by our numerical tests, the new DABC will improve the density profile inside the device for a reasonably wide range of applied external biases.

The rest of the paper is organized as follows. The Wigner function and its truncated version and their governing equations are introduced in Section 2. Section 3 gives the original Frensley inflow boundary condition and then the improved device adaptive inflow boundary condition. An upwind finite difference method for the Wigner equation is described in Section 4 and the numerical studies of the DABC are presented in Section 5. Finally, Section 6 gives the conclusion of the paper and some discussion on future work.

2. Wigner function and its truncated version using the correlation length $L_{coh}$

In this paper, the stationary and linear Wigner equation will be used for finding better inflow boundary condition for the Wigner distribution functions. The Wigner equation is a quantum kinetic equation derived from the Schrödinger equation as a quantum mechanical analog to the Boltzmann equation [9,29]. In the following the key idea of the derivation of the Wigner equation for pure states is sketched.

The stationary Schrödinger equation for an electron of effective mass $m$ in a potential energy $V(x)$ reads

$$-\frac{\hbar^2}{2m} \frac{\partial^2 \psi(x)}{\partial x^2} + V(x) \psi(x) = E \psi(x),$$

(1)

where $\hbar$ is the reduced Planck constant, $\psi(x)$ is the eigen-wavefunction and $E$ is the eigen-energy. If the state of a quantum system can be described completely with a given wave function $\psi(x)$, we will consider the quantum system in a pure state. Otherwise, if the quantum system can be found in states described in multiple wave functions with a specific probability, then we consider the quantum system in a mixed state. The density matrix $\rho(x,x')$ for a pure state system is defined simply as

$$\rho(x,x') = \psi(x)\psi^*(x'),$$

(2)

which satisfies the von Neumann equation

$$-\frac{\hbar^2}{2m} \left[ \frac{\partial^2}{\partial x^2} - \frac{\partial^2}{\partial x'^2} \right] \rho(x,x') + [V(x) - V(x')]\rho(x,x') = 0.$$

(3)

The von Neumann equation (3) is equivalent to the Schrödinger equation (1) in the sense that either can be derived from the other, but the former holds advantage over the latter in describing quantum systems in mixed states [30].
The Wigner function is defined through the Wigner–Weyl transform of the density matrix $\rho(x,x')$, i.e.

$$f(x,q) = \int_{-\infty}^{+\infty} \rho\left(x + \frac{r}{2}, x - \frac{r}{2}\right) \exp(-iqr) \, dr.$$  

(4)

Based on this definition, the electron density is related to the Wigner function by

$$\rho(x) \equiv \rho(x,x) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} f(x,q) \, dq.$$  

(5)

The Wigner–Weyl transform of the von Neumann equation (3) yields the following Wigner equation

$$\frac{q\hbar}{m} \frac{\partial f(x,q)}{\partial x} + \Theta(V)(f) = 0,$$  

(6)

where

$$\Theta(V)(f) = \int_{-\infty}^{+\infty} V_w(x,q-q')f(x,q') \, dq'.$$

(7)

and the Wigner potential $V_w(x,q)$ is

$$V_w(x,q) = \frac{i}{2\pi\hbar} \int_{-\infty}^{+\infty} \left[ V\left(x + \frac{r}{2}\right) - V\left(x - \frac{r}{2}\right) \right] \exp(-iqr) \, dr.$$  

(8)

2.1. Truncated Wigner function $f(x,q;L_{coh})$

For many quantum systems, it can be assumed that the correlation of the density matrix at two locations $x$ and $x'$ will decay to zero as the distance between them goes to infinity, i.e.,

$$\lim_{|x-x'|\to\infty} \rho(x,x') = 0.$$  

(9)

So the Wigner distribution function $f(x,q)$ defined in (4) can be approximated by a truncated Wigner function

$$f(x,q;L_{coh}) = \int_{-\infty}^{+\infty} \rho\left(x + \frac{r}{2}, x - \frac{r}{2}\right) \chi_{B(0,L_{coh})}(r) \exp(-iqr) \, dr,$$  

(10)

where $L_{coh}$ is the truncation length beyond which the correlation of the density matrix is ignored, $B(0,L_{coh}) = (-L_{coh},L_{coh})$, and the characteristic function is

$$\chi_{B(0,L_{coh})}(r) = \begin{cases} 1, & \text{if } |r| < L_{coh}, \\ 0, & \text{otherwise}. \end{cases}$$  

(11)

Obviously, as $L_{coh}$ goes to infinity, the truncated Wigner function defined in (10) converges to the Wigner function defined in (4), i.e.,

$$\lim_{L_{coh}\to\infty} f(x,q;L_{coh}) = f(x,q).$$  

(12)

Multiplying $\chi_{B(0,L_{coh})}(x-x')$ on both sides of the von Neumann equation (3), and applying the Wigner–Weyl transform, we obtain a truncated Wigner equation

$$\frac{q\hbar}{m} \frac{\partial f(x,q;L_{coh})}{\partial x} + \Theta(V)(f(x,q;L_{coh})) = 0,$$  

(13)

where

$$\Theta(V)(f(x,q;L_{coh})) = \frac{i}{\hbar} \int_{-\infty}^{+\infty} \left[ V(x+r/2) - V(x-r/2) \right] \chi_{B(0,L_{coh})}(r) \rho(x+r/2,x-r/2) \exp(-iqr) \, dr.$$  

(14)

Using the convolution theorem of the Fourier transform and the obvious identity
we have
\[ \Theta(V)(f(x, q; \ell_{coh})) = \int_{-\infty}^{\infty} V_w(x, q - q'; \ell_{coh}) f(x, q'; \ell_{coh}) \, dq'. \] (15)

where
\[ V_w(x, q; \ell_{coh}) = \frac{i}{2\pi \hbar} \int_{-\infty}^{\ell_{coh}} \left[ V(x + r/2) - V(x - r/2) \right] \chi_{B(0, \ell_{coh})}(r) \exp(-iqr) \, dr, \] (16)

namely,
\[ V_w(x, q; \ell_{coh}) = \frac{i}{2\pi \hbar} \int_{-\ell_{coh}}^{\ell_{coh}} \left[ V(x + r/2) - V(x - r/2) \right] \exp(-iqr) \, dr \]
\[ = \frac{1}{\pi \hbar} \int_{0}^{\ell_{coh}} \sin(qr) \left[ V \left( x + \frac{r}{2} \right) - V \left( x - \frac{r}{2} \right) \right] \, dr. \] (17)

If we use \( \Theta(V)(f(x, q)) \) to denote the nonlocal Wigner potential term in (6),
\[ \Theta(V)(f) = \int_{-\infty}^{+\infty} V_w(x, q - q') f(x, q') \, dq', \] (18)

then it is clear that by using (10) and (16) we have
\[ \Theta(V)(f(x, q; \ell_{coh})) \rightarrow \Theta(V)(f(x, q)), \quad \text{as } \ell_{coh} \rightarrow \infty. \] (19)

Thus, the truncation length \( \ell_{coh} \) will determine the accuracy of (13) compared with the original Wigner equation (6) and can be increased for better accuracy.

3. **Device adaptive boundary condition (DABC)**

### 3.1. Frensley inflow boundary condition

The Frensley inflow boundary condition is of the Dirichlet type in the phase space and specifies the incoming flow, as determined by the sign of the wave number \( q \) in (13), on the left and right contacts. Here the electrons in the contacts are considered free electrons modeled by a unit plane wave according to (1) with \( V(x) = 0 \),
\[ \psi(x) = \exp(i k x), \] (20)

where \( k \) is the wave number and is related to the energy \( E \) of the electron via a dispersion relation as follows
\[ E = \frac{\hbar^2 k^2}{2m}. \] (21)

According to the definition of the Wigner function (4), the Wigner function for free electrons is then
\[ f^{in}(x, q) = \int_{-\infty}^{+\infty} \psi \left( x + \frac{r}{2} \right) \psi^* \left( x - \frac{r}{2} \right) \exp(-iqr) \, dr = \delta(k - q). \] (22)

Therefore, \( \delta(k - q) \) will be used as the inflow boundary condition if the device is impacted with a unit incident wave. Most previous simulation work using the Wigner equation for nano-devices (MOSFETs, RTDs) adopted this boundary condition. From (22), the boundary condition of the Wigner equation with unit injection from the left \( (k > 0) \) is then
\[ f(0, q) = \delta(q - k), \quad q > 0, \quad \text{and} \quad f(L, q) = 0, \quad q < 0. \] (23)

For numerical simulations, the Dirac delta function above is approximated by its discrete version, namely, we have
\[ f(0, q) = \begin{cases} \frac{1}{h_q}, & \text{if } k - \frac{h_q}{2} < q < k + \frac{h_q}{2}, \\ 0, & \text{else } q \text{ and } q > 0, \end{cases} \] (24)

where \( h_q \) is the mesh size in the \( q \)-space.
3.2. Device structure and boundary condition

The quantum interaction occurring inside a quantum device will unavoidably change the electron behavior inside the contacts, especially when the length of the contacts for the simulation is selected to be as small as possible for computational cost concern. The free electron assumption in the Frensley boundary condition in (20) and (24) does not consider such an influence of the device on the contact electrons. Recent studies have shown the boundary condition and the contact lengths can greatly affect the accuracy of the simulation with the Wigner equation for resonant tunneling diodes [5]. In the following we will present a new boundary value for the Wigner equation for better accuracy by including the quantum interaction from the device itself for a typical RTD structure shown in Fig. 1.

The RTD is a classical 1-D hetero-structure device with a negative resistance, which is composed of two thin AlGaAs layers sandwiched between GaAs layers to form two energy barriers and one quantum well. Let $m(x)$ be the effective mass in the RTD, the 1-D Schrödinger equation is

$$\frac{-\hbar^2}{2} \frac{\partial}{\partial x} \left( \frac{1}{m(x)} \frac{\partial}{\partial x} \right) \psi(x) + V(x) \psi(x) = E \psi(x),$$

where the effective mass of GaAs is $m_{\text{GaAs}} = 0.067 m_0$ and that of AlGaAs is $m_{\text{AlGaAs}} = 0.0919 m_0$, and $m_0$ is the rest electron mass. In this paper, we ignore the position dependence of the effective mass and instead use a constant effective mass $m(x) = m_{\text{GaAs}} = 0.067 m_0$ for simplicity. The prototype of RTDs is a symmetric structure, and we denote $L_{ij} = L_j - L_i$. The black barrier region is set to $L_{12} = L_{34} = 2.825 \text{ nm}$, the length of the quantum well is $L_{23} = 4.32 \text{ nm}$, and the length of the left/right contact region is $L_{01} = L_{45} = 17.515 \text{ nm}$. $L$ is the total length of the device.

The ideal potential energy profile of the band structure for the RTD is illustrated in Fig. 2 and given as follows:

$$V(x) = \begin{cases} 
0, & L_0 < x < L_1, \\
E_g, & L_1 \leq x \leq L_2, \\
0, & L_2 < x < L_3, \\
E_g, & L_3 \leq x \leq L_4, \\
0, & L_4 < x < L_5,
\end{cases}$$

where $E_g = 0.27 \text{ eV}$ is the conduction band offset between GaAs and AlGaAs.

Assuming that a free electron is injected with energy $E$ from the left contact of the device at zero bias (equilibrium state), we can solve the wave function $\psi_e(x)$ for the equilibrium state analytically as follows:
The truncated Wigner function $f^e(x, q; L_{coh})$ for a unit wave injected with $k_1 = \frac{q}{L}$ from the left side.

$$\psi_e(x) = \begin{cases} 
\exp(ik_1x) + b_0\exp(-ik_1x), & L_0 < x < L_1, \\
b_1\exp(ik_2x) + b_2\exp(-ik_2x), & L_1 \leq x \leq L_2, \\
b_3\exp(ik_1x) + b_4\exp(-ik_1x), & L_2 < x < L_3, \\
b_5\exp(ik_2x) + b_6\exp(-ik_2x), & L_3 \leq x \leq L_4, \\
b_7\exp(ik_1x), & L_4 < x < L_5,
\end{cases}$$

(27)

where $k_1 = \sqrt{\frac{2mE}{\hbar^2}}$, $k_2 = \sqrt{\frac{2mE-L_{coh}}{\hbar^2}}$. Coefficients $b_i$, $i = 0, 1, 2, \ldots, 7$, can be obtained by solving an $8 \times 8$ complex linear system using the continuity of the wave function and flux at interface $L_1$, $L_2$, $L_3$, and $L_4$

$$\psi_e(L_i - 0) = \psi_e(L_i + 0), \quad \frac{\partial \psi_e(L_i - 0)}{\partial x} = \frac{\partial \psi_e(L_i + 0)}{\partial x}, \quad i = 1, 2, 3, 4.$$

The truncated Wigner function for the equilibrium state is

$$f^e(x, q; L_{coh}) = \int_{-\infty}^{+\infty} \psi_e\left(x + \frac{r}{2}\right)\psi_e^\ast\left(x - \frac{r}{2}\right)\chi_b(0, L_{coh})(r)\exp(-iqr)\,dr.$$  

(28)

The equilibrium Wigner function $f^e(x, q; L_{coh})$ now contains the quantum interaction in the presence of the internal structure of the device, and this function will be used to provide the boundary data for the Wigner function for general non-zero bias Wigner functions as follows. The distribution $f^e(x, q; L_{coh})$ under unit injection from the left side with $k_1 = \frac{q}{L}$, $L_{coh} = 2L$ is depicted in Fig. 3.

- Device adaptive boundary condition (DABC)

$$f(0, q; L_{coh}) = f^e(0, q; L_{coh}), \quad \text{for } q > 0, \quad \text{and } f(L, q; L_{coh}) = 0, \quad \text{for } q < 0.$$  

(29)

Remark 1. For the non-equilibrium state, a better boundary value for the Wigner distribution should be found by the Wigner function associated with the wave functions for the device under the corresponding bias, which is in general not available. Therefore, the boundary value given in (29) for the non-equilibrium non-zero bias case is only approximate. However, our numerical tests will show nonetheless that the boundary condition (29) will still improve the electron density calculation significantly over the traditional Frensel boundary condition (24).

4. A finite difference method for the Wigner equation

For simplicity, we will denote the truncated Wigner function $f(x, q; L_{coh})$ as $f(x, q)$ and the Wigner potential $V_w(x, q; L_{coh})$ as $V_w(x, q)$. An upwind finite difference method will be used to solve (13), (15) and (17) as proposed in [26] where details concerning the numerical implementation, such as the numerical conservation and the relation between $L_{coh}$ (the correlation length) and $\hbar_q$ (the mesh size in the wave vector space), are discussed.

As we will only need to compute the Wigner function $f(x, q)$ for $|q| < \frac{L^q}{2}$ for some large value $L^q$, we will zero-out the distribution function $f(x, q) = 0$ if $|q| > \frac{L^q}{2}$. Thus (15) becomes

Fig. 3. The truncated Wigner function $f^e(x, q; L_{coh})$ for a unit wave injected with $k_1 = \frac{q}{L}$ from the left side.
proximate the first order derivative in number of the mesh points, to a zero element in the diagonal of the discretization matrix for the derivative operator, we choose the mesh points as

\[ Lq \]

Transform, to use the fast discrete Fourier transform in (34) we require

\[ \sum_{j=0}^{Nq-1} Vw(x_i, q_j) = 0, \quad q_j > 0, \]

which will be solved in the \((x, q)\) space by a finite difference scheme. Let \(h_x\) be the mesh size of the \(x\)-space, and \(N\) be the number of the mesh points,

\[ h_x = \frac{L}{N}, \quad x_i = -\frac{L}{2} + ih_x, \quad i = 0, 1, 2, \ldots, N. \]

From (31), only the boundary condition in the \(x\)-space is required. An upwind finite difference method is used to approximate the first order derivative in \(x\). The infinite integration with respect to \(q\) and \(r\) should be truncated to finite ranges. Let \([0, \frac{L}{h_q}]\) be the integration domain in (17) and \(N_{coh}\) denote the number of the mesh points with a spacing \(h_{coh} = \frac{L}{N_{coh}}\). Similarly, let \(L^q\) be the integration length in (31), which will be selected by the mass conservation requirement (36). \(N_q\) is the number of the mesh points with a spacing \(h_q = \frac{L}{N_q}\). In order to avoid \(q = 0\) which would lead to a zero element in the diagonal of the discretization matrix for the derivative operator, we choose the mesh points as \(q_j = \frac{L^q}{2} - (j + \frac{1}{2})h_q, j = 0, 1, 2, \ldots, N_q - 1\).

Using a middle point formula for the integration with respect to \(q\) in (31) and the first order upwind finite difference scheme for the spatial derivative, we arrive at a finite difference equation at \((x_i, q_j)\)

\[ \frac{hq}{mx} \frac{\partial}{\partial x} f(x_i, q_j) - f(x_{i-1}, q_j) = h_q \sum_{j=0}^{N_q-1} Vw(x_i, q_j - q_j') f(x_i, q_j') = 0, \quad q_j > 0, \]

\[ \frac{hq}{mx} \frac{\partial}{\partial x} f(x_{i+1}, q_j) - f(x_{i}, q_j) = h_q \sum_{j=0}^{N_q-1} Vw(x_i, q_j - q_j') f(x_i, q_j') = 0, \quad q_j < 0, \]

for \(i = 1, 2, 3, \ldots, N - 1\), and \(j = 0, 1, 2, \ldots, N_q - 1\). Here, \(Vw(x_i, q_j - q_j')\) is calculated by a numerical integration on a uniform mesh of spacing \(h_{coh}\), say, \(h_{coh} = 2h_x\).

With a trapezoidal rule, we have (note that we only need to evaluate \(Vw(x, q)\) at multiples of \(h_q\))

\[ Vw(x_i, jh_q) = \frac{h_{coh}}{0} \sum_{k=1}^{N_{coh}/2 - 1} \sin(kh_{coh}jh_q) \left( V(x_{i+k}) - V(x_{i-k}) \right). \]

for integers \(j = -N_q + 1, -N_q + 2, \ldots, N_q - 1\). As the continuous Fourier transform is changed to the discrete Fourier transform, to use the fast discrete Fourier transform in (34) we require

\[ kh_{coh}jh_q = kjL_{coh}h_q \quad \Rightarrow \quad L_{coh}h_q = 2\pi. \]

To ensure the mass conservation, \(L^q\) must satisfy [12]

\[ L^qh_q = 2\pi. \]

Observing (35) and (36), one can find that the values of \(L^q\) and \(L_{coh}\) are related by

\[ \frac{L^q}{h_q} = \frac{L_{coh}}{h_{coh}}. \]

which implies that

\[ N_q = N_{coh}. \]
5. Numerical results

As the DABC in (29) includes the dominant quantum interaction inside the device active region, we expect the Wigner equation with the new boundary condition will perform better than the traditional Frensley inflow boundary condition. We will conduct a series of numerical tests to show the improved performance in computing the electron density $\rho(x)$ throughout the RTD under various bias conditions and with various contact lengths. We denote the Frensley inflow boundary condition by “Frensley BC” and the device adaptive inflow boundary condition (29) by “device adaptive BC” or simply DABC. In all the calculations for the truncated Wigner function $f_e(x, q; L_{coh})$ in (28), $L_{coh}$ is taken to be twice the length of the RTD device under study.

The reference solutions for the density profile inside the RTDs are calculated by the NEGF method for the single energy incident electron cases (Tests One to Three) as the NEGF together with a Sommerfeld radiation condition is shown [5] to be equivalent to solving the Schrödinger equation directly. It was shown previously [26] that the Wigner equation with the Frensley BC on a sufficiently long contact will agree with the NEGF method and, therefore, the former method is used to compute the reference solution in Test Four in accessing the performance of the DABC for multi-energy incident electrons. In all cases, the potential energy profile $V(x)$ inside the RTD at non-zero bias voltage is assumed to be a piecewise linear extension of the case of zero bias voltage as depicted in Fig. 2.

- **Test One: Single energy incident electron**

In the first test, we consider a unit electron wave $\exp(ik_1x)$, $k_1 = \frac{hc}{2}$ injected into the RTD with the contact length $L_c = 17.515$ nm under different bias voltages. Fig. 4 presents the absolute error of the density. It is clear that the DABC gives a more accurate density distribution compared with the Frensley inflow boundary condition. The same conclusion can be arrived in Figs. 5 and 6. The wave number of the unit wave $\exp(ik_1x)$ is increased to $k_1 = \frac{3hc}{2}$ in Fig. 5. The case with the wave function $\exp(-ik_1x)$, $k_1 = \frac{hc}{2}$ injected from the right contact is shown in Fig. 6. All three cases clearly show a markable improvement of the electron density obtained by using the DABC over that obtained by using the traditional Frensley inflow boundary condition.

- **Test Two: Effect of device internal structure**

In this test, we will show that the improvement of the electron density by using DABC in (29) for the Wigner equation comes from its use of the correct characteristics of the quantum devices in assigning the boundary value for the Wigner function in the contacts. For example, the double barrier structures and the single barrier structure will behave differently when impacted by incident electron waves as indicated by their different transmission coefficients. Fig. 8 presents how the transmission coefficient $T_{sd}$ changes with the wave number $k$ in three cases. The figure shows different transmission characteristics for the three cases, indicating different quantum interactions for each case. One salient feature for the double barrier structure is that it allows resonant tunneling (a main characteristic of RTDs) while a single barrier structure does not.
In order to show that it is important to use the correct property of the double barrier structure in RTD devices for designing a good DABC, we first compute the numerical solutions of an RTD device by using the DABC based on a single barrier structure. We use the left or right barrier in the double barrier structure to represent the main effect of the RTD device as in Fig. 7. The absolute errors of the density calculated by the Wigner equation are depicted in Fig. 9. The result using the DABC based on the right barrier is worse than that using the original Frensley inflow boundary condition, and of course, both are worse than the result using the DABC based on the double barrier structure. However, the result using the DABC based on the left single barrier structure is close to the result using the DABC based on the double barrier structure. The reason for this is that the reflection wave due to the left single barrier alone is close to that due to the double barriers for incident waves at low energies. However, the reflection from only the right barrier in the double barrier structure will
have a phase error, and the resulting Wigner function in (28) will be quite different from those obtained by considering the double barrier reflection. These differences can be clearly seen in Figs. 10 and 11 for the Wigner function \( f(x, q; L_{coh}) \) in (28) based on the wave functions for the three cases at zero bias. Especially, Fig. 11 shows the difference between the boundary data used in (29) of DABC and in (24) for the original Frensley BC.

- **Test Three: Effect of contact length**

  Next, we would like to investigate the effect of the contact length and the accuracy obtained by both the Frensley boundary condition and the DABC. It has been shown in [26] that as the length of the contact used with the Frensley inflow boundary condition increases, the numerical result becomes more accurate. This point is shown in Fig. 12 by comparing the absolute errors of the density \( \rho(x) \) calculated by using the Frensley inflow boundary condition with the contact length \( L_c = 20a, 30a, 40a, 50a \) (\( a = 0.565 \text{ nm} \) is the lattice constant of GaAs). The result for the DABC in Fig. 13 shows that the DABC is not as sensitive to the contact length as the Frensley inflow BC. It can be seen from Fig. 14 for a contact length \( L_c = 20a \) the DABC yields an error similar to that using the latter boundary condition with much longer contact length \( L_c = 50a \). As a result, a shorter contact length, thus, a smaller computational domain, can be used for the computation with the new boundary condition.

- **Test Four: Incident electrons with multiple energy levels**

  Finally, we compare the results using the DABC and the Frensley inflow boundary condition in Fig. 15 when multi-energy electron injections from both sides are considered. Here we adopt five energy levels corresponding to wave numbers selected...
Fig. 9. The absolute error of the density for an injected wave with $k_1 = \frac{h}{\sigma}$.

Fig. 10. The truncated Wigner function $f^e(x, q)$ for a unit wave injected with $k_1 = \frac{h}{\sigma}$ from the left side.

Fig. 11. The truncated Wigner function $f^e(0, q)$ for a unit wave injected with $k_1 = \frac{h}{2\sigma}$ from the left side.
Fig. 12. The absolute error of the density with the Frensley inflow boundary condition.

Fig. 13. The absolute error of the density with the improved inflow boundary condition.

Fig. 14. The absolute error of the density with the two inflow boundary conditions and different lengths of the contacts.
between $\hbar q$ and $\frac{9\hbar q}{2}$. The density obtained using the DABC with $L_c = 20a$ is plotted in the left sub-figure, comparing with that of the Frenley boundary condition with $L_c = 20a$ and $L_c = 40a$, respectively. It shows the density of the DABC with $L_c = 20a$ is close to that of the Frenley boundary condition with $L_c = 40a$. To make it more clearly, taking the density of the Frenley inflow boundary condition with $L_c = 40a$ as the reference solution, we get the relative errors of the density of the two inflow boundary conditions with $L_c = 20a$ in the right sub-figure of Fig. 15. It shows that for a given accuracy, the DABC allows to use a much shorter contact length, thus a much smaller computational domain than the Frenley inflow boundary condition. So the DABC is a more efficient domain truncation method for simulating nano-scale devices in open systems.

6. Conclusion and future work

In this paper, we proposed a device adaptive boundary condition (DABC) of inflow type for the Wigner equation in quantum transport. This new boundary condition considers the global nature of the Wigner functions and includes the effect of the device internal band structure on the behavior of the electrons in the contacts. The conventional application of the Frenley inflow boundary condition uses a boundary value based on the semi-classical Fermi–Dirac distribution, which does not include the quantum interaction due to the internal band structure of the device. The DABC corrects this situation by setting the boundary value of the Wigner function to be that of the Wigner function based on the wave function of the quantum device at zero bias. This approach allows the inclusion of the dominant quantum behavior due to the device band structure into the physical picture of the electrons in the contacts. Numerical tests on resonant tunneling diodes at a wide range of non-zero biases show significant improvement in the electron density calculation with the new boundary condition and also the reduction of the contact length to be included in the simulation, reducing the overall computational cost for a given desired accuracy.

Further research is underway to study how the boundary value for the Wigner function can be found for more general quantum devices beyond the 1-D RTDs considered here and apply the DABC to the self-consistent Poisson–Wigner equations, where nonlinear effects in the one-particle electron model in the Poisson–Wigner equations will be addressed, and also investigate the effect of DABC on the computation of the I–V characteristic of the RTDs and nano-scale MOSFETs.
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