A sufficient normality condition for Turing’s formula
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This paper establishes a previously unknown sufficient condition for the asymptotic normality of the non-parametric sample coverage estimate based on Good under a fixed underlying probability distribution \( \{p_k; k = 1, \ldots\} \) where all \( p_k > 0 \). The sufficient condition of this paper supports a non-empty class of distributions and excludes the condition of Esty as a marginal case in which it is shown that the \( \sqrt{n} \)-normalised sample coverage estimate proposed by Esty necessarily degenerates under a fixed \( \{p_k\} \). The convergent statistic in the newly established normality law and the resulting relevant confidence intervals are all of new forms, and specifically are different from those suggested by Esty.
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1. Introduction

Consider a multinomial distribution with its countably infinite number of categories indexed by \( K = \{k; k = 1, \ldots\} \) and its category probabilities denoted by \( \{p_k\} \), satisfying \( 0 < p_k < 1 \) for all \( k \) and \( \sum p_k = 1 \), where the sum without index is over all \( k \) as in all subsequent text unless otherwise stated. (In fact, in the subsequent text, we should observe the convention that \( \prod = \prod_{k=1}^{\infty} \), \( \lim = \lim_{n \to \infty} \) and that \( f = f_{-\infty}^{+\infty} \), unless otherwise indicated. We also use ‘\( \sim \)’ to indicate equality in the limit.) We denote the category counts in an iid sample of size \( n \) from the underlying population by \( (X_1, \ldots) \) and its observed values by \( (x_1, \ldots) \). For a given sample, there are at most \( n \) non-zero \( x_k \)s. Suppose the target of estimation is the ‘total probability of the categories not represented in the sample’, or equivalently

\[
\pi_0 = \sum p_k 1[x_k = 0],
\]

where \( 1[\cdot] \) is the indicator function. It may be interesting to note that \( \pi_0 \) is not a fixed constant nor is it an observable random variable. This target is interesting because it represents the probability that the \( (n + 1) \)th observation is from a previously unobserved category. The problem of estimating \( \pi_0 \) has many interesting applications. For example, Efron and Thisted [1] and Thisted and Efron [2] discuss two applications related to Shakespeare’s general vocabulary and authorship.
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An estimator of $\pi_0$ described by Good [7], but largely credited to Turing and hence sometimes known as Turing’s formula, is given by

$$T = \frac{N_1}{n}, \quad (1.1)$$

where $N_1$ is the number of categories represented exactly once in the sample, i.e.,

$$N_1 = \sum 1[X_k = 1].$$

This simple formula has been used widely across many fields of study, frequently in the form of $C' = 1 - T$ estimating $C = 1 - \pi_0$. $C$ is often referred to as the population coverage in a random sample, and $C'$ is an estimate of $C$. The general problem is often known as the ‘coverage’ problem.

Esty’s normality law is established not for a fixed $\{p_k\}$ but for a $\{p_k\}_n$ which is allowed to vary, as $n$ increases, along an arbitrary path. If $\{p_k\}$ is held fixed, as seen in Section 2, the sufficient condition offered by Esty [15] never holds, and therefore the $\sqrt{n}$-normalised coverage estimate necessarily degenerates at zero.

We are motivated to find a sufficient condition for a non-degenerated asymptotic normality law for a fixed $\{p_k\}$. Toward that end, the asymptotic distributional behaviour of the coverage estimate is examined with a normalising factor, $g(n)$, that increases faster than $\sqrt{n}$. Consequently a sufficient condition of the asymptotic normality for a properly normalised coverage estimate is established. In addition, the following three facts are also established:

1. The class of distributions satisfying the sufficient conditions, under fixed $\{p_k\}$, is non-empty.
2. The convergent normalised coverage estimate does not depend on the choice of $g(n)$.
3. The confidence intervals for $C$ and $\pi_0$ respectively are of different forms from those suggested by Esty [15].

There are four sections in the remainder of the paper. A note on the result of Esty [15] is given in Section 2; most of the preliminary lemmas are summarised in Section 3; the main results are offered in Section 4; and the paper ends with several concluding remarks in Section 5.

### 2. A note on Esty’s normality law

Esty [15] establishes a $\sqrt{n}$-normality law for $C' - C$ but allowing the underlying probability distribution $\{p_k\}$ to vary within a family $\{(p_k)_m; m = 1, \ldots\}$ as the sample size $n$ changes to ensure that the imposed condition would hold:

\[ E(N_1/n) \rightarrow c_1, \quad 0 < c_1 < 1 \quad \text{and} \quad E(N_2/n) \rightarrow c_2 \geq 0, \quad (2.1) \]

where $N_2 = \sum 1[X_k = 2]$.

Unfortunately, if the underlying distribution $\{p_k\}$ is held fixed, Equation (2.1) never holds. The following Lemma establishes that fact.
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Lemma 2.1 Let \( \{p_k; k = 1, \ldots\} \) be any multinomial probability distribution. Then

\[
(a) \lim_{n \to \infty} E(N_1/n) = 0 \quad \text{and} \quad (b) \lim_{n \to \infty} E(N_2/n) = 0.
\]

Proof (a) \( E(N_1/n) = \sum p_k(1 - p_k)^{n-1} \). Since \( p_k(1 - p_k)^{n-1} \leq p_k \) and \( \sum p_k = 1 \),

\[
\lim_{n \to \infty} E(N_1/n) = \sum p_k \lim (1 - p_k)^{n-1} = 0.
\]

(b) \( E(N_2/n) = 1/2 \sum (n - 1) p_k^2 (1 - p_k)^{n-2} \). Since \( (n - 1) p(1 - p)^{n-2} \) attains its maximum at \( p = 1/(n - 1) \), and therefore \( (n - 1) p(1 - p)^{n-2} \leq [(n - 2)/(n - 1)]^{n-2} < 1 \). Hence \( \lim E(N_2/n) = 1/2 \sum \lim[(n - 1) p_k^2 (1 - p_k)^{n-2}] = 0. \)

On the other hand, the method of Esty [15] is instructive. The basic structure of Esty’s method is based on a direct evaluation of the limit of the characteristic function of a normalised coverage estimate. The method is supported by two partitions of the index set \( K = \{k; 1, \ldots\} \), denoted by \( K = M \cup MC \) and \( K = I \cup II \). The first partition is designed to support an exchange of a limit operator and an integral operator. The second partition is designed to control the tail probabilities of \( \{p_k\} \) as \( n \) increases. The proofs of this paper are largely parallel to those of Esty [15]. However, we establish that Esty’s first partition \( (M \ and \ MC) \) is not necessary and hence simplify the structure of the proofs somewhat. The second partition \( (I \ and \ II) \) adopted in this paper depends on \( g(n) \) and, therefore, plays an essential role in the relevant proofs.

3. Preliminary results

Let \( K_1 = \{1\} \) and \( K_2 = \{2, \ldots\} \). For any \( k \in K = K_1 \cup K_2 \), let

\[
f_k(x) = \begin{cases} 
p_k & x = 0, \\
-1/n & x = 1, \\
0 & x \geq 2.
\end{cases}
\]

\( Z = \sum f_k(X_k) = C’ - C \). We are interested in the asymptotic behaviour of \( Z_g(n) \), where \( g(n) \) is a function of \( n \) satisfying

\[
g(n) = O(n^{1-2\delta}) \tag{3.1}
\]

for some \( \delta \in (0, 1/4) \), in terms of the limit of its characteristic function, \( E[\exp(isZ_g(n))] \). To begin, we note that \( Z = Z_1 + Z_2 \), where \( Z_1 = \sum_{K_1} f_k(X_k) \) and \( Z_2 = \sum_{K_2} f_k(X_k) \). Lemma 3.1 below is a well-known fact and Lemma 3.2 is due to Bartlett [20].

Lemma 3.1 Let \( \{X_k\} \) be the counts of observations in category \( k, k = 1, 2, \ldots \), in an iid sample under the multinomial model with probability distribution \( \{p_k\} \). Then

\[
P(X_k = x_k; k = 1, \ldots) = P\left(Y_k = x_k; k = 1, \ldots \mid \sum Y_k = n\right),
\]

where \( \{Y_k\} \) are independent Poisson random variables with mean \( np_k \).

Lemma 3.2 Let \( (U, V) \) be a two-dimensional random vector with \( U \) integer valued. Then

\[
E(\exp(ivV|U = n)) = (2\pi P(U = n))^{-1} \int_{-\pi}^{\pi} E[\exp(iu(U - n) + ivV)] \, du.
\]
Thus, \( E(\exp(isZg(n))) \) is

\[
\left(2\pi P \left( \sum Y_k = n \right) \right)^{-1} \int_{-\pi}^{\pi} E \left[ \exp \left( iu \sum (Y_k - np_k) + isZg(n) \right) \right] du.
\]

We want to evaluate \( \lim E(\exp(isZg(n))) \). Toward that end, we first note that, by Stirling’s formula, \((2\pi n)^{1/2}P(\sum Y_k = n) \to 1\). Therefore, we need only to evaluate the limit of

\[
H_n(s) = \frac{\sqrt{n}}{\sqrt{2\pi}} \int_{-\pi}^{\pi} E \left[ \exp \left( iu \sum (Y_k - np_k) + isZg(n) \right) \right] du,
\]

or letting \( t = un^{1/2} \),

\[
H_n(s) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{+\infty} 1[|t| < \pi \sqrt{n}] E \left[ \exp \left( i(n)^{-1/2}t \sum (Y_k - np_k) + isZg(n) \right) \right] dt. \tag{3.2}
\]

Our first task is to allow the limit operator to exchange with the integral operator. The key element to support this exchange is Equation (3.3). The proof of Equation (3.3) is given in Appendix 1.

Now that we have established

\[
\lim \int |h_n| dt = \int \lim |h_n| dt, \tag{3.3}
\]

by the Dominated Convergence Theorem, we have the following lemma.

**Lemma 3.3** Let \( h_n \) and \( H_n \) be as defined in Equations (3.2) and (A1), respectively. Then

\[
\lim H_n = \frac{1}{\sqrt{2\pi}} \int \lim h_n \, dt.
\]

For each \( k \), it can be verified that, letting

\[
B_k = \exp(-itpn^{1/2})[\exp(np_k(\exp(itn^{-1/2}) - 1))]
\]
\[
C_k = \exp(-itpn^{1/2})[\exp(isp_kg(n)) - 1] \exp(-np_k)
\]
\[
D_k = \exp(-itpn^{1/2}) \exp(itn^{-1/2})[\exp(-isn^{-1}g(n)) - 1]np_k \exp(-np_k),
\]

and \( E_k = C_k + D_k, h_n \sim \prod (B_k + E_k) \). We are interested in evaluating \( \lim \prod (B_k + E_k) \).

The facts of the following two lemmas are given by Esty [15].

**Lemma 3.4** Let \( \{\beta_k\} \) and \( \{\epsilon_k\} \) be two sequences of complex numbers, and \( M_n \) be a sequence of subsets of \( K \), indexed by \( n \). If

1. \( \prod_{M_n} \beta_k \sim \beta \),
2. \( \sum_{M_n} \epsilon_k \sim \epsilon \),
3. \( \beta_k \sim 1 \) uniformly,
4. \( \epsilon_k \sim 0 \) uniformly,
5. there exists a constant, \( \delta_1 \) such that, \( \sum_{M_n} |\beta_k - 1| \leq \delta_1 \), and
6. there exists a constant, \( \delta_2 \) such that, \( \sum_{M_n} |\epsilon_k| \leq \delta_2 \);

then

\[
\prod_{M_n} (\beta_k + \epsilon_k) \sim \beta e^\epsilon
\]

where \( \beta \) and \( \epsilon \) may also depend on \( n \).
LEMMA 3.5  For all \( k \in K \),
\[
B_k = \exp\left[(-t^2/2) p_k + O(t^3 p_k n^{-1/2})\right].
\]

The next lemma includes three useful facts.

LEMMA 3.6  (1) For any complex number \( x \) satisfying \(|x| < 1\), \(|\ln(1 + x)| \leq |x|/(1 - |x|)\).
(2) For any real number \( x \in [0, 1)\), \( 1 - x \geq \exp(-x/(1 - x)) \).
(3) For any real number \( x \in (0, 1/2)\), \( 1/(1 - x) < 1 + 2x \).

**Proof**  (1) By Taylor’s formula, \(|\ln(1 + x)| = |\sum_{j=1}^{\infty}(-1)^{j+1}x^j/j| \leq \sum_{j=1}^{\infty} |x|^j = |x|/(1 - |x|)\).
(2) The function \( y = 1/(1 + t)e^t \) is strictly increasing over \([0, \infty)\) and has value 1 at \( t = 0 \). Therefore, \( 1/(1 + t)e^t \geq 1 \) for \( t \in [0, \infty) \). The desired inequality follows the change of variable \( x = t/(1 + t) \).
(3) The proof is trivial.

Let us consider a partition of the index set \( K = I \cup II \), where
\[
I = \{ k; \ p_k g(n) \leq n^{-\delta} \} \quad \text{and} \quad II = \{ k; \ p_k g(n) > n^{-\delta} \},
\]
where \( \delta \) is as in Equation (3.1).

LEMMA 3.7  (a) \( \sum_{II} |E_k| \rightarrow 0 \); and (b) \( \prod_{II} (B_k + E_k)/\prod_{II} B_k \rightarrow 1 \).

**Proof**  (a) \( \sum_{II} |E_k| \leq 2 \sum_{II} (e^{-np_k} + np_k e^{-np_k}) \). Since the derivative of \( (e^{-np_k} + np_k e^{-np_k}) \) for any \( k \in II \), with respect to \( p_k \) is negative in \((0, 1)\), \( (e^{-np_k} + np_k e^{-np_k}) \) attains its maximum at \( p_k = 1/(g(n)n^{\delta}) \), with value \( e^{-(1-\delta)/g(n)}(1 + n^{1-\delta}/g(n)) \). The total number of indices in \( II \) is less than or equal to \( g(n)n^{\delta} \). Therefore,
\[
\sum_{II} |E_k| \leq 2 [g(n)n^{\delta}][e^{-(1-\delta)/g(n)}(1 + n^{1-\delta}/g(n))] = 2e^{-O(n^{\delta})}O(n) \rightarrow 0. \tag{3.4}
\]
(b) By Lemma 3.5, \(|B_k|\) is bounded away from zero, and by the fact that \( \lim |E_k|/|B_k| = 0 \) and by applying the first part of Lemma 3.6 with \( x = E_k/B_k \), we have
\[
\left| \ln \left[ \prod_{II} (B_k + E_k)/\prod_{II} B_k \right] \right| = \left| \sum_{II} \ln \left( 1 + \frac{E_k}{B_k} \right) \right| \leq \sum_{II} \left| \ln \left( 1 + \frac{E_k}{B_k} \right) \right| \leq \sum_{II} \left( \frac{|E_k|}{|B_k| - |E_k|} \right) = O\left( \sum_{II} |E_k| \right) \rightarrow 0. \tag{3.5}
\]

Now let us state the condition under which many of the subsequent results are established.

**CONDITION 3.1**  As \( n \rightarrow \infty \),
(1) \( \sum (g^2(n)/n) p_k e^{-np_k} \rightarrow c_1 \geq 0 \),
(2) \( \sum g^2(n) p_k^2 e^{-np_k} \rightarrow c_2 \geq 0 \), and
(3) \( c_1 + c_2 > 0 \).

LEMMA 3.8  Under Condition 3.1, all the conditions of Lemma 3.4 are satisfied with \( M_n = I \), \( \beta_k = B_k \), \( \beta = B \), \( \epsilon_k = E_k \), and \( \epsilon = E \).
The proof of Lemma 3.8 is given in Appendix 1.

Remark 3.1 It may be interesting to note that, the third term within the curly brackets in Equation (A2), \( st \frac{g(n)}{\sqrt{n}} p_k \), also satisfies \( \sum_I e^{-np_k} st \frac{g(n)}{\sqrt{n}} p_k \to 0 \). However if \( g(n) = \sqrt{n} \) as in Esty [15], this term does not vanish, and, as a result, shows up as an extra term in the asymptotic variance of the normalised coverage estimator in Esty’s results.

Lemma 3.4 and Lemma 3.8 give immediately the following corollary.

**Corollary 3.1** Under Condition 3.1, \( \prod_I (B_k + E_k) \sim \prod_I B_k \exp(\sum_I E_k) \).

**Lemma 3.9** Under Condition 3.1, \( \prod (B_k + E_k) \to Be^E \), where \( B = \lim \prod B_k \) and \( E = \lim \sum E_k \).

**Proof**

\[
\prod (B_k + E_k) = \prod (B_k + E_k) \prod (B_k + E_k) \sim \prod (B_k + E_k) \prod B_k \quad \text{(by Lemma 3.7)}
\]

\[
\sim \prod B_k \left( \exp \sum I E_k \right) \prod B_k \quad \text{(by Lemma 3.8)}
\]

\[
\sim \prod B_k \left( \exp \sum E_k \right) \quad \text{(by Lemma 3.7).} \]

Remark 3.2 At this point, one may see the reason why it is imposed that \( g(n) = O(n^{1-2\delta}) \) for some small positive \( \delta \). If \( g(n) \) is let to be a sequence increasing to infinity in the order of \( n \) or faster, \( \sum_{II} E_k \to 0 \) cannot be established using the current method. The proof for (a) of Lemma 3.7 will break down. Consequently, the partition of \( K = I \cup II \) will not effectively support the subsequent proofs.

4. Main results

**Theorem 4.1** Let \( g(n) \) be as in Equation (3.1). Under Condition 3.1,

\[
g(n)(C' - C) \overset{D}{\to} N(0, c_1 + c_2).
\]

**Proof** Since \( \lim \prod B_k = e^{-\frac{s^2}{2}} \) and

\[
\lim \sum E_k = -\frac{s^2}{2} \left( \lim \sum \frac{g^2(n)}{n} p_k e^{-np_k} + \lim \sum g^2(n) p_k e^{-np_k} \right),
\]

\[
\lim H_n = \left( \frac{1}{\sqrt{2\pi}} \int e^{-t^2/2} dt \right) e^{-\frac{s^2}{2} \left( \lim \sum \frac{g^2(n)}{n} p_k e^{-np_k} + \lim \sum g^2(n) p_k e^{-np_k} \right)} = e^{-\frac{s^2}{2} (c_1 + c_2)}
\]

which is the characteristic function of a normal distribution with mean zero and variance \( c_1 + c_2 \).

Given a \( g(n) \) satisfying Equation (3.1), Condition 3.1 imposes a rate of convergence for \( \{p_k\} \). To see that and that the condition of Theorem 4.1 describes a non-empty class of distribution, we consider the following example.
Example 4.1  Let \( p_k = 2/(k + 1)^2, \ k = 1, \ldots \). Then \( g(n) \) must be of order \( O(n^{3/4}) \) for Condition 3.1 to hold.

To see this, we have

\[
\frac{g^2(n)}{n} \int_1^\infty \frac{2}{(x + 1)^2} e^{-2n/(x+1)^2} \, dx = 2 \frac{g^2(n)}{n} \int_0^{1/2} e^{-2n t^2} \, dt
\]

\[
= 2 \frac{g^2(n)}{n} \sqrt{2\pi} \left( \frac{1}{2\sqrt{n}} \right) \left[ \frac{1}{\sqrt{2\pi}} \int_0^{\sqrt{n}} e^{-t^2/2} \, dt \right]
\]

\[
= O \left( \frac{g^2(n)}{n^{3/4}} \right).
\]

The last expression goes to a non-zero constant if and only if \( g(n) = O(n^{3/4}) \).

Similarly,

\[
g^2(n) \int_1^\infty \frac{4}{(x + 1)^4} e^{-2n/(x+1)^2} \, dx = 4g^2(n) \int_0^{1/2} t^2 e^{-2n t^2} \, dt
\]

\[
= g^2(n) \frac{4}{(2\sqrt{n})^3} \int_0^{\sqrt{n}} t^2 e^{-t^2/2} \, dt
\]

\[
= O \left( \frac{g^2(n)}{n^{3/4}} \right).
\]

The last expression goes to a non-zero constant if and only if \( g(n) = O(n^{3/4}) \).

Let us consider the following condition:

**CONDITION 4.1** As \( n \to \infty \),

1. \( \frac{g^2(n)}{n^2} E(N_1) \to c_1 \geq 0 \),
2. \( \frac{g^2(n)}{n^2} E(N_2) \to \frac{c_2}{2} \geq 0 \), and
3. \( c_1 + c_2 > 0 \).

**LEMMA 4.1**  *Condition 3.1 and Condition 4.1 are equivalent.*

The proof of Lemma 4.1 is given in Appendix 1.

Lemma 4.1 allows us to re-state Theorem 4.1:

**THEOREM 4.2**  *If there exists a \( g(n) \) satisfying Equation (3.1) and Condition 4.1, then*

\[
\frac{n(C' - C)}{\sqrt{E(N_1) + 2E(N_2)}} \xrightarrow{D} N(0, 1).
\]  \[\text{(4.1)}\]

**Remark 4.1**  *The statement in Theorem 4.2 can be re-written as*

\[
\frac{\sqrt{n}(C' - C)}{\sqrt{E(N_1)/n + 2E(N_2)/n}} \xrightarrow{D} N(0, 1)
\]

which resembles very much Theorem 4 of Esty [15] except the third term in the variance of Esty [15] is missing. However, it is to be noted that in the current context, the coverage statistic, even
though its normalised form can be expressed as above, is not normalised by $\sqrt{n}$ but by $g(n)$ satisfying $g(n)/\sqrt{n} \to \infty$.

As a consequence of Theorem 4.1, we have the following theorem.

**THEOREM 4.3** If there exists a $g(n)$ satisfying Equation (3.1) and Condition 4.1, then

$$\frac{n(C' - C)}{\sqrt{N_1 + 2N_2}} \xrightarrow{D} N(0, 1).$$

The proof of Theorem 4.3 is given in Appendix 1.

We note that the condition of Theorems 4.2 and 4.3 requires no further knowledge of $g(n)$ other than its existence.

Theorem 4.3 leads to an approximate $(1 - \alpha)$-level confidence interval for $C$:

$$(1 - N_1/n) \pm z_{\alpha/2} \sqrt{\frac{N_1}{n^2} + 2 \frac{N_2}{n^2}}; \quad (4.2)$$

and, for completeness, an approximate $(1 - \alpha)$-level confidence interval for $\pi_0$:

$$\frac{N_1}{n} \pm z_{\alpha/2} \sqrt{\frac{N_1}{n^2} + 2 \frac{N_2}{n^2}}. \quad (4.3)$$

5. Concluding remarks

The sufficient condition of this paper and Example 1 together ensure the existence of a non-degenerated asymptotic normality law for a non-empty class of distributions. Prior to this paper, no such results were known. However, two papers in the existing literature dealing with asymptotic distribution of the coverage estimate are worth noting. The first is Esty [15] which is highly relevant to this paper but does not establish a non-degenerated normality law for a fixed $\{p_k\}$ as already explained above. The second is Mao and Lindsay [5] which also establishes a normality law. However, they assume a multinomial distribution with finite number of categories, $N$, and $(X_1, \ldots, X_N)$ to be an independent sample from $N$ Poisson distributions with intensity parameters $\lambda_k, k = 1, \ldots, N$, which are themselves an iid random sample from an unspecified distribution. The normality law established by Mao and Lindsay [5] is a limiting characteristic as the number of categories increases to infinity. This is an interesting idea, but not exactly non-parametric and therefore essentially a different problem.

For theoretical as well as practical reasons, it is perhaps also of interest to understand what type of $\{p_k\}$ is supported by the sufficient condition established in this paper. It can be verified that, if $p_k = O(k^{-\alpha})$ for some $\alpha \in (1, \infty)$, a $g(n)$ satisfying Equation (3.1) and Condition 4.1 exists. This implies that Theorems 4.1, 4.2, and 4.3, and the confidence intervals in Equations (4.2) and (4.3) are all valid for $\{p_k = O(k^{-\alpha})\}$, where $\alpha \in (1, \infty)$. (In fact, even for $p_k = 1/k$, obviously not a probability sequence, $g(n) = \sqrt{n}$ satisfies Condition 4.1.) It is however not clear whether the sufficient condition supports the super slowly convergent probability sequences such as $p_k = O(1/k (\ln(k))^2)$.

On the other hand, it is clear that the sufficient condition does not support very rapidly convergent probability sequences such as $p_k = \alpha^k$ for $\alpha \in (0, 1)$. It can also be shown that, if $p_k = O(\alpha^k)$ for some $\alpha \in (0, 1)$, $g(n)$ must be of the order of $n$ which does not satisfy Equation (3.1). Obviously for the extreme case of a distribution with finite categories, Condition 3.1 fails to hold for any $g(n) = n^\alpha$, where $\alpha \in (0, \infty)$. 


One of the crucial elements of this paper is the partition of $K = I \cup II$. When the proper partition is found, the total tail probabilities, $\sum p_k$, shrinks as $n \to \infty$ at an appropriate rate so that Equation (3.4) holds. It is not clear, if $g(n)$ is taken to be of the order of $n$ or higher, how the tail probabilities would be controlled.

Although the sufficient condition of Esty and that of this paper describe different populations, an intuitive comparison is still possible. Esty’s condition is essentially a thicker tail condition. It says that as $n$ increases, the total probability of unrepresented categories does not converge to zero but inflates at a rate such that the total probability remains constant. Condition 4.1 on the other hand allows the total probability to converge to zero. It is therefore conceivable that admittedly in a somewhat speculative sense, the respective biases converge to zero at different rates, slower under Esty’s condition, and faster under Condition 4.1. The difference is reflected by the fact that $g(n)$ increases at a higher rate than $\sqrt{n}$.

In terms of verifying the conditions of the theorem for real data sets in application, one may consider the following logic. If a value of $\delta \in (0, 1/4)$ exists (denoted by $\delta_0$) such that $g(n) = n^{1/2+\delta_0}$ in Equation (3.1) satisfies Condition 4.1, then

$$\frac{g^2(n)}{n^2} E(N_1) + \frac{g^2(n)}{n^2} E(N_2) \to c > 0$$

at $\delta = \delta_0$ for some $c$. For any $\delta < \delta_0$, the left-hand side of Equation (5.1) converges to zero. For any $\delta > \delta_0$, the left-hand side of Equation (5.1) diverges to infinity. The sample version of the left-hand side of Equation (5.1)

$$y(\delta, n, N_1, N_2) = \frac{g^2(n)}{n^2} N_1 + \frac{g^2(n)}{n^2} N_2$$

should behave similarly. Suppose sub-samples of sizes $n_1 = [n \times 50\%]$, $n_2 = [n \times 60\%]$, $n_3 = [n \times 70\%]$, $n_4 = [n \times 80\%]$, and $n_5 = [n \times 90\%]$, where $[\cdot]$ is the greatest integer function, are randomly formed from the original sample of size $n_6 = n$. Let $N_1^{(i)}$ and $N_2^{(i)}$, where $i = 1, \ldots, 6$, be the numbers of categories represented once and twice, respectively, in the $i$th sub-sample. Let us consider the sequence of points

$$\left\{ (n_i, y(\delta, n_i, N_1^{(i)}, N_2^{(i)})); i = 1, \ldots, 6 \right\}$$

in $n \times y$ plane. For each $\delta \in (0, 1/4)$ such a sequence can be calculated and plotted. If a set of $\delta$ values ranging from 0 to 1/4 are used, a set of such sequences are obtained. If a $\delta = \delta_0$ satisfying Condition 4.1 exists, then some of these sequences with higher $\delta$ values will trend upward and those with lower $\delta$ values will trend downward. Observing both trends among the set of sequences empirically verifies the condition for the theorem.

Finally, we end the paper with two conjectures:

1. For any probability sequence $\{p_k\}$ with convergence rate slower than any in the family $\{p_k = O(k^{-\alpha})\}$, where $\alpha \in (1, \infty)$, $\sqrt{n}(C' - C)$ degenerates asymptotically at zero.
2. For any probability sequence $\{p_k\}$ with the convergence rate of $O(\alpha^k)$ where $\alpha \in (0, 1)$ or faster, $n(C' - C)$ either degenerates at zero or converges in distribution to a non-Gaussian law.
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Appendix A

Proof of Equation (3.3) Let

\[ h_n = 1[|t| < \sqrt{n}] \sum_k (Y_k - np_k) + isZg(n) \]
\[ h_{n1} = 1[|t| < \sqrt{n}] \sum_k (Y_k - np_k) + isZ_1g(n) \]  
\[ h_{n2} = 1[|t| < \sqrt{n}] \sum_k (Y_k - np_k) + isZ_2g(n) \]

Thus,

\[ H_n(s) = \frac{1}{2\pi} \int_{-\infty}^{\infty} h_n dt = \frac{1}{2\pi} \int_{-\infty}^{\infty} h_{n1}h_{n2} dt. \]

Since \(|h_{n2}| \leq 1, |h_n| \leq |h_{n1}|. \) On the other hand,

\[ E[\exp(is_1(Y_1 - np_1) + isf_1(Y_1)g(n))] \]

\[ = \exp(is_1(-np_1) + is_1g(n)) \exp(-np_1) + \exp(is(1 - np_1) - isn^{-1}g(n)np_1 \exp(-np_1) \]

\[ + \sum_{j=2}^{\infty} \exp(is(j - np_1)) P(Y_1 = j) \]

\[ = \sum_{j=0}^{\infty} \exp(is(j - np_1)) P(Y_1 = j) \]
\[
- \exp(-iunp_1) \exp(-np_1) - \exp(iu(1 - np_1))np_1 \exp(-np_1)
+ \exp(iu(-np_1) + isp_1g(n)) \exp(-np_1) + \exp(iu(1 - np_1) - n^{-1}isg(n))np_1 \exp(-np_1)
= \left[ \exp(-iunp_1) \exp(i \sin(u)np_1) \exp(np_1(\cos(u) - 1)) \right]
- \exp(-iunp_1) \exp(-np_1) - \exp(iu(1 - np_1))np_1 \exp(-np_1)
+ \exp(iu(-np_1) + isp_1g(n)) \exp(-np_1) + \exp(iu(1 - np_1) - n^{-1}isg(n))np_1 \exp(-np_1).
\]

Therefore (recall \( t = u \sqrt{n} \)),
\[
|h_n| \leq 1[|t| < \pi \sqrt{n}] [\exp(np_1(\cos(tn^{-1/2}) - 1)) + 2[\exp(-np_1) + np_1 \exp(-np_1)]] \quad (= \tilde{h}_n).
\]

It is clear that, for any \( t \), by Taylor’s formula for \( \cos(x) \),
\[
\lim \tilde{h}_n = \lim 1[|t| < \pi \sqrt{n}] \exp(np_1(\cos(tn^{-1/2}) - 1)) = \exp(-pt^2/2) \quad (= \tilde{h}).
\]

Since the last two terms above vanish to zero as \( n \to \infty \), we have, letting \( \theta \) be a constant in \((0, 1/2)\),
\[
\lim \int |\tilde{h}_n| \, dt = \lim \int 1[|t| < \pi \sqrt{n}] [\exp(np_1(\cos(tn^{-1/2}) - 1))] \, dt
= \lim \int_{-\pi}^{+\pi} \sqrt{n} \left[ \exp(np_1(\cos(u) - 1)) \right] \, du
= \lim \int_{|u| < 1/(n^{1-\theta/2})} \sqrt{n} \left[ \exp(np_1(\cos(u) - 1)) \right] \, du
+ \lim \int_{(1/n^{1-\theta/2}) \leq |u| < \pi} \sqrt{n} \left[ \exp(np_1(\cos(u) - 1)) \right] \, du
(= \lim \eta_1 + \lim \eta_2).
\]

The second term of the last expression above is zero. To see this, we note that for any \( u \) satisfying
\( 1/n^{(1-\theta)/2} \leq |u| < \pi, \cos(u) - 1 \leq \cos(1/n^{(1-\theta)/2}) - 1 \), and hence
\[
\lim \eta_2 \leq \lim \int_{(1/n^{1-\theta/2}) \leq |u| < \pi} \sqrt{n} \left[ \exp(np_1(\cos(1/n^{(1-\theta)/2}) - 1)) \right] \, du
\leq \lim 2\pi \sqrt{n} \left[ \exp(np_1(\cos(1/n^{(1-\theta)/2}) - 1)) \right]
= \lim 2\pi \sqrt{n} \left[ \exp \left( -np_1 \left( 1 - \cos(1/n^{(1-\theta)/2}) \right) \right) \right]
= \lim 2\pi \sqrt{n} \left[ \exp \left( -np_1 \left( \frac{\sin^2(1/n^{(1-\theta)/2})}{1 + \cos(1/n^{(1-\theta)/2})} \right) \right) \right]
\]
\[
\lim 2\pi \sqrt{n} \exp \left(-np_1 \left(\frac{1}{n^{1-\theta}}\right)\right) = \lim 2\pi \sqrt{n} \exp (-p_1 O(n^\theta)) = 0.
\]

For \(u\) satisfying \(|u| < 1/n^{(1-\theta)/2}\), consider the Taylor expansion of
\[
\cos(u) - 1 = -\frac{u^2}{2!} + \frac{u^4}{4!} - \frac{u^6}{6!} + \cdots + (-1)^m \frac{u^{2m}}{(2m)!} + \cdots
\leq -\frac{u^2}{2} + (u^4 + u^8 + \cdots + u^{4m} + \cdots)
= -\frac{u^2}{2} + \frac{u^4}{1-u^4}.
\]

Therefore,
\[
\lim \eta_1 \leq \lim \int_{|u| < 1/n^{1-\theta/2}} \sqrt{n} \exp \left(-np_1 \left(-\frac{u^2}{2} + \frac{1/n^{2-2\theta}}{1-1/n^{2-2\theta}}\right)\right) \, du
= \lim \int_{|u| < 1/n^{1-\theta/2}} \sqrt{n} \exp \left(-np_1 \frac{u^2}{2} + np_1 \frac{1/n^{2-2\theta}}{1-1/n^{2-2\theta}}\right) \, du
= \lim \left[ \left( \int_{|u| < 1/n^{1-\theta/2}} \sqrt{n} \exp \left(-np_1 \frac{u^2}{2}\right) \, du \right) \exp \left(O\left(\frac{1}{n^{1-\theta}}\right)\right) \right]
(\text{letting } t = u\sqrt{n})
= \lim \left[ \left( \int_{|t| < n^{\theta/2}} \exp \left(-\frac{p_1 t^2}{2}\right) \, dt \right) \exp \left(O\left(\frac{1}{n^{1-\theta}}\right)\right) \right]
= \int \exp (-p_1 t^2 / 2) \, dt.
\]

Since \(\cos(u) \geq -u^2/2\) for all \(u\) satisfying \(|u| < 1/n^{(1-\theta)/2}\), it is easy to establish \(\lim \eta_1 \geq \int \exp (-p_1 t^2 / 2) \, dt\), and hence \(\lim \eta_1 = \int \exp (-p_1 t^2 / 2) \, dt\). \(\blacksquare\)

**Proof of Lemma 3.8** We need to check all six conditions in Lemma 3.4.

(3) is true because
\[
B_k = \exp((-t^2/2) p_k) \exp (O((t^3/\sqrt{n}) p_k)),
\]
and \(p_k\) and \(p_k/\sqrt{n}\) are uniformly bounded by \(1/g(n)n^\delta\) and \(1/g(n)\sqrt{n}n^\delta\), respectively.

For (1), since \(\sum_k p_k \to 0\),
\[
\prod_k B_k = \exp \left(-\left(t^2/2\right) \sum_k p_k\right) \exp \left(O\left(\frac{t^3}{\sqrt{n}} \sum_k p_k\right)\right) \to 1.
\]
For (2), (4), and (6),

\[ E_k = e^{-np_k} \exp(-i tp_k \sqrt{n}) \left\{ isg(n) p_k - \frac{s^2 g^2(n) p_k^2}{2} + O(s^3 g^3(n) p_k^3) \right\} \\
+ np_k \left[ 1 + \frac{it}{\sqrt{n}} - \frac{t^2}{2n} + O\left( \frac{t^3}{n^{3/2}} \right) \right] \left[ -isg(n) \frac{n}{n} - \frac{s^2 g^2(n)}{2n^2} + O\left( \frac{s^3 g^3(n)}{n^3} \right) \right] \\
= e^{-np_k} \exp(-i tp_k \sqrt{n}) \left\{ isg(n) p_k - \frac{s^2 g^2(n) p_k^2}{2} + O(s^3 g^3(n) p_k^3) \right\} \\
+ \left[ np_k + itp_k \sqrt{n} - \frac{t^2}{2} p_k + np_k O\left( \frac{t^3}{n^{3/2}} \right) \right] \left[ -isg(n) \frac{n}{n} - \frac{s^2 g^2(n)}{2n^2} + O\left( \frac{s^3 g^3(n)}{n^3} \right) \right] \\
= e^{-np_k} \exp(-i tp_k \sqrt{n}) \left\{ isg(n) p_k - \frac{s^2 g^2(n) p_k^2}{2} + O(s^3 g^3(n) p_k^3) \right\} \\
- isg(n) p_k - \frac{s^2 g^2(n) p_k^2}{2} + np_k O\left( \frac{s^3 g^3(n)}{n^3} \right) \\
+ st \frac{g(n)}{\sqrt{n}} p_k - \frac{is^2 t g^2(n) p_k}{2n^{3/2}} + itp_k \sqrt{n} O\left( \frac{s^3 g^3(n)}{n^3} \right) \\
+ \frac{ist^2 g(n)}{2} p_k - \frac{s^2 t^2 g(n) p_k}{4} - \frac{t^2}{2} p_k O\left( \frac{s^3 g^3(n)}{n^3} \right) \\
- isg(n) p_k O\left( \frac{t^3}{n^{3/2}} \right) - \frac{s^2 g^2(n)}{2} p_k O\left( \frac{t^3}{n^{3/2}} \right) + np_k O\left( \frac{t^3}{n^{3/2}} \right) O\left( \frac{s^3 g^3(n)}{n^3} \right) \right\} \\
= e^{-np_k} \exp(-i tp_k \sqrt{n}) \left\{ -\frac{s^2 g^2(n) p_k^2}{2} - \frac{s^2 g^2(n)}{2} p_k \right\} \\
+ st \frac{g(n)}{\sqrt{n}} p_k + \frac{s^2 t^2 g(n) p_k}{4} - \frac{is^2 t g^2(n) p_k}{2n^{3/2}} + \frac{ist^2 g(n)}{2} p_k \\
+ O\left( \frac{s^3 g^3(n) p_k^2}{n^3} \right) + O\left( \frac{s^3 g^3(n) p_k}{n^{5/2}} \right) + iO\left( \frac{t^3 s g^3(n) p_k}{n^{5/2}} \right) - O\left( \frac{s^3 t^2 g^3(n) p_k}{n^3} \right) \\
- iO\left( \frac{st^2 g(n) p_k}{n^{3/2}} \right) - O\left( \frac{s^2 t^3 g^2(n) p_k}{n^{5/2}} \right) + O\left( \frac{s^3 t^3 g^3(n) p_k}{n^{7/2}} \right) \right\}.

(A2)

Now we observe the following:

(1) For all \( k \in I \), \( \exp(-i tp_k \sqrt{n}) \to 1 \) uniformly since \( p_k \sqrt{n} \leq \sqrt{n}/g(n)n^\delta \to 0 \).
(2) It is easily checked that every additive term of \( E_k \) converges to zero uniformly for all \( k \in I \).
Therefore, (4) is checked.
(3) It is easily checked that, for every term within the curly brackets in Equation (A2), denoted by \( \tau(s, t, n, p_k) \), except the first two terms,

\[ \sum_I e^{-np_k} |\tau(s, t, n, p_k)| \leq \sum_I e^{-np_k} |\tau(s, t, n, p_k)| \to 0 \]

uniformly by Condition 3.1.

The uniform convergence of \( \sum_I e^{-np_k} g^2(n) p_k^2 \) and \( \sum_I e^{-np_k} g^2(n)/np_k \) are directly guaranteed by Condition 3.1. Therefore, (2) is checked. The uniformity of the convergence for \( \sum_I E_k \) and hence for \( \sum_I |E_k| \) guarantees (6).
For (5), since 
\[ B_k = \exp \left( -\frac{t^2}{2} p_k + O(t^3 p_k n^{-1/2}) \right) \]
and 
\[-\frac{t^2}{2} p_k + O(t^3 p_k n^{-1/2}) \to 0 \text{ uniformly,} \]
we have
\[ |B_k - 1| \leq \left| -\frac{t^2}{2} p_k + O(t^3 p_k n^{-1/2}) \right| = O \left( -\frac{t^2}{2} p_k + t^3 p_k n^{-1/2} \right) \]
and hence
\[ \sum_I |B_k - 1| \leq O \left( t^2 \sum_I p_k + |t^3| \sum_I p_k \right) < O(t^2 + |t^3|). \]

\[ \blacksquare \]

**Proof of Lemma 4.1** Let us again consider the partition of 
\[ K = I \cup II. \]
First, we note that 
\[ pe^{-np} \]
has a negative derivative with respect to \( p \) on interval \((1/n, 1]\) and hence on \((1/(g(n)n^\delta), 1]\) for large \( n \). Therefore, since there are at most \( g(n)n^\delta \) terms in \( II \),
\[ 0 \leq \frac{g^2(n)}{n^2} n \sum_I p_k (1 - p_k)^{n-1} \leq \frac{g^2(n)}{n^2} n \sum_I p_k e^{-(n-1)p_k} \leq \frac{g^2(n)}{n^2} \frac{n}{g(n)n^\delta} e^{-(n-1)/g(n)n^\delta} \]
\[ \leq \frac{g^2(n)}{n^2} n \delta \frac{1}{g(n)n^\delta} e^{-(n-1)/g(n)n^\delta} = \frac{g^2(n)}{n} e^{-(n-1)/(g(n)n^\delta)} = O(n^{-4\delta})O(e^{-n^\delta}) \to 0. \]

Thus, we have
\[ \lim \frac{g^2(n)}{n^2} E(N_1) = \lim \frac{g^2(n)}{n^2} n \sum_I p_k (1 - p_k)^{n-1} \quad (A3) \]
and
\[ \lim \frac{g^2(n)}{n} \sum_I p_k e^{-np_k} = \lim \frac{g^2(n)}{n} \sum_I p_k e^{-np_k}. \quad (A4) \]

On the other hand,
\[ \frac{g^2(n)}{n^2} n \sum_I p_k (1 - p_k)^{n-1} \leq \frac{g^2(n)}{n^2} n \sum_I p_k e^{-(n-1)p_k} \leq \frac{g^2(n)}{n^2} n \exp \left( \sup_I p_k \right) \sum_I p_k e^{-np_k}. \]

Furthermore, applying (2) and (3) of Lemma 3.6 in the first and the third steps below, respectively, we have
\[ \frac{g^2(n)}{n^2} n \sum_I p_k (1 - p_k)^{n-1} \geq \frac{g^2(n)}{n^2} n \sum_I p_k \exp \left( -\frac{(n - 1)p_k}{1 - p_k} \right) \]
\[ \geq \frac{g^2(n)}{n^2} n \sum_I p_k \exp \left( -\frac{np_k}{1 - \sup_I p_k} \right) \]
\[ \geq \frac{g^2(n)}{n^2} n \sum_I p_k \exp \left( -\frac{np_k}{1 + \sup_I p_k} \right) \]
\[ \geq \frac{g^2(n)}{n^2} n \exp(-2n(\sup_I p_k)^2) \sum_I p_k e^{-np_k}. \]
Noting the fact that \( \lim \exp(\sup_I p_k) = 1 \) and \( \lim \exp(-2n(\sup_I p_k)^2) = 1 \) by the definition of \( I \),

\[
\lim \frac{g^2(n)}{n^2} n \sum_I p_k(1 - p_k)^{n-1} = \lim \frac{g^2(n)}{n^2} n \sum_I p_k e^{-np_k},
\]

and hence by Equations (A3) and (A4), we have the equivalence of the first parts of Condition 3.1 and Condition 4.1:

\[
\lim \frac{g^2(n)}{n^2} E(N_1) = \lim \frac{g^2(n)}{n} \sum_I p_k \exp(-np_k).
\]

The equivalence of the second parts can be established similarly. ■

**Proof of Theorem 4.3** Based on Theorem 4.1, it suffices to show that

\[
\hat{c}_1 = \frac{g^2(n)}{n^2} N_1 \quad \text{and} \quad \hat{c}_2 = \frac{2g^2(n)}{n^2} N_2
\]

are consistent estimates of \( c_1 \) and \( c_2 \), respectively. Since \( \hat{c}_1 \) and \( \hat{c}_2 \) are unbiased estimates of \( c_1 \) and \( c_2 \). We only need to verify that their variances approach zero as \( n \) increases to infinity.

\[
Var(\hat{c}_1) = \frac{g^4(n)}{n^4} Var(N_1) \leq \frac{g^4(n)}{n^4} \left( E(N_1) + \sum_{j \neq k} Cov(1[X_j = 1]1[X_k = 1]) \right). \tag{A5}
\]

By the first part of Condition 4.1, \( g^4(n)/n^4 E(N_1) \to 0 \) since \( g^2/n^2 \to 0 \). On the other hand, we have

\[
(1 - p_j - p_k)^{n-2} \leq (1 - p_j - p_k + p_j p_k)^{n-2} = (1 - p_j)^{n-2}(1 - p_k)^{n-2},
\]

and therefore for the second term in Equation (A5),

\[
\frac{g^4(n)}{n^4} \sum_{j \neq k} Cov(1[X_j = 1]1[X_k = 1]) \leq \frac{g^4(n)}{n^2} \sum_{j \neq k} [p_j p_k(1 - p_j)^{n-2}(1 - p_k)^{n-2}(p_j + p_k)] \leq \frac{2g^4(n)}{n^2} \sum_{j, k} [p_j^2 p_k(1 - p_j)^{n-2}(1 - p_k)^{n-2}] = \frac{2}{n} \left\{ \frac{g^2(n)}{n} \left[ \sum p_k(1 - p_k)^{n-2} \right] \right\} \left\{ \frac{g^2(n)}{n} \left[ \sum p_k^2(1 - p_k)^{n-2} \right] \right\} \to 0.
\]

The consistency of \( \hat{c}_1 \) follows.

\[
Var(\hat{c}_2) = \frac{4g^4(n)}{n^4} Var(N_2) \leq \frac{4g^4(n)}{n^4} \left[ \sum_k E(1[X_k = 2]) + \sum_{k \neq j} Cov(1[X_k = 2], 1[X_j = 2]) \right].
\]
The first term converges to 0 since
\[
\frac{4g^4(n)}{n^4} \sum E(1[X_k = 2]) \leq \frac{2g^4(n)}{n^2} \sum p_k^2 (1 - p_k)^{n-2} \\
= \frac{2g^2(n)}{n^2} \left[ g^2(n) \sum p_k^2 (1 - p_k)^{n-2} \right] \rightarrow 0.
\]

For the second term, since it is easily verified that
\[
1 - (1 - p_k)^2 (1 - p_j)^2 \leq 4(p_k + p_j),
\]
we have
\[
\frac{4g^4(n)}{n^4} \sum_{j \neq k} Cov(1[X_k = 2], 1[X_j = 2])
\]
\[
= \frac{4g^4(n)}{n^4} \sum_{j \neq k} \left[ \frac{n!}{4(n-4)!} p_j^2 p_k^2 (1 - p_j - p_k)^{n-4} \\
- \left( \frac{n!}{2(n-2)!} \right)^2 p_j^2 p_k^2 (1 - p_j)^{n-2} (1 - p_k)^{n-2} \right] \\
\leq \frac{4g^4(n)}{n^4} \sum_{j \neq k} \left\{ \frac{n^2(n-1)^2}{4} p_j^2 p_k^2 (1 - p_j)^{n-4} (1 - p_k)^{n-4} \left[ 1 - (1 - p_k)^2 (1 - p_j)^2 \right] \right\} \\
\leq 4g^4(n) \sum_{j \neq k} \left[ p_j^2 p_k^2 (1 - p_j)^{n-4} (1 - p_k)^{n-4} (p_k + p_j) \right] \\
= 8 \left[ g^2(n) \sum p_k^3 (1 - p_k)^{n-4} \right] \left[ g^2(n) \sum p_k^2 (1 - p_k)^{n-4} \right].
\]

The third factor converges to a non-zero constant by Condition 4.1. To see that the second factor converges to zero, we note that \( p^2(1 - p)^{n-4} \) attains its maximum over \((0, 1)\) at \( p = 2/(n - 2) \). Therefore,
\[
g^2(n) \sum p_k^3 (1 - p_k)^{n-4} \leq g^2(n) \left( \frac{2}{n-2} \right)^2 \left( 1 - \frac{2}{n-2} \right)^{n-4} \sum p_k \leq \frac{4g^2(n)}{(n-2)^2} \rightarrow 0.
\]

The consistency of \( \hat{c}_2 \) follows.